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A B S T R A C T

Hate speech has been disseminated more frequently on social media sites like Facebook in recent years. On 
Facebook, hate speech can proliferate through text, image, or video. We suggested a deep learning approach to 
identify offensive memes posted on Facebook in case of Amharic language’. The research process commenced by 
manually gathering memes posted by Facebook users. Next came textual data extraction, annotation, pre
processing, splitting, feature extraction, model development and assessment Amharic OCRs were employed to 
extract textual data. Character normalization, stop word removal, and unnecessary character removal make up 
the text-preprocessing step. Using Stratified KFold the textual dataset is split into the train set (80 %), the 
validation set (10 %) and the test set (10 %). Vectors are created from the preprocessed texts using the Bog of 
words (BOW), TFIDF and word embeddings. Following that, the vectors are fed into Machine learning algo
rithms: NB, DT, RF, KNN, LSVM and LR, and deep learning models that are based on Dense, BiGRU, and BiLSTM 
algorithms. The model with the optimal parameters is chosen after numerous experiments. With an accuracy rate 
of 94 %, the BiLSTM + Dense model, the suggested technique identified nasty meme posts on Facebook written in 
Amharic.

1. Introduction

The so-called internet has connected people all over the world. As of 
April 2024, the world had 5.44 billion internet users worldwide, 67.1 % 
of a total population, with 5.07 billion of those users being social media 
users, according to DATAREPORTAL [1].

Social media platforms are a great way to keep people in touch. That 
being said, not all of the information shared on social media is signifi
cant. The quantity of hostile content increases along with the user base. 
Hate speech can spread from secret chat rooms to public posts via text, 
audio, video, and text picture (memes).

The biggest problem facing Ethiopia right now is hate speech, which 
spreads via social media, YouTube, and broadcast partnerships and has 
led to confrontations between nations, nationalities, and ethnic groups 
[2–4]. Facebook is one of these social networking sites; it has 2.91 
billion users worldwide, with 6.8 million of them users residing in 
Ethiopia [5]. Facebook is being used by extremists to seriously hurt 
Ethiopian citizens [6] . In order to control such hate speech, the Ethio
pian parliament passed a "hate-speech proclamation" on February 13, 
2020 [7]. Unfortunately, due to phony identities and the rise in 

Facebook users, local laws of this kind are unable to control hate speech 
posted on Facebook walls [6]. However, because of developments in 
machine learning and computer vision, hate speech on Facebook may 
now be identified and controlled before it appears. Hence, this paper to 
develop automated systems that can accurately identify and flag hateful 
memes on social media platforms, Facebook. This is crucial for miti
gating the spread of online hate speech and creating a safer digital 
environment.

For text submissions and comments in the Amharic language, hateful 
content detection has been done [8–11] An acoustic hate speech iden
tification model for Amharic movies was created by Debele et al. [12]. 
Using deep learning techniques, Ayichilie Jigar M. et al. [13]conducted 
an experiment to identify offensive messages that appear as text-images, 
or memes. Only 2000 memes have been collected, though. Furthermore, 
the unimodal displayed subpar accuracy. Because they target specific 
people directly and receive more views due to their short captions and 
the fact that they are posted on public pages, text-image postings which 
for the sake of this study are also referred to as screenshot texts or memes 
discriminate and abuse more than text posts. As a result, this study used 
a deep learning methodology to address hostile text-image messages 
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(memes) that became widespread on Facebook.
There are two main responsibilities involved in developing text- 

image based hate detection systems. Text extraction from text-image 
posts is the first step, and model construction is the second to deter
mine if the recovered text is free or hateful [14].

2. Related works

Numerous studies are conducted on the identification and classifi
cation of hate speech because it has become a significant problem for 
any online platform that hosts user-generated material. In order to 
create hate speech recognition models, these studies used machine 
learning or deep learning techniques, which use deep artificial neural 
networks to learn abstract feature representations from input data 
through its various layers [15–17].

Naïve Bayes is one of the machine learning algorithms that is easy to 
use, quick to train, and works best with tiny amounts of data. perform 
badly, nevertheless, when dealing with big data sets or requiring a so
phisticated machine learning architecture. Deep learning is used to 
mitigate these drawbacks.

One of the deep learning techniques used in time series prediction 
and classification, such as sentiment analysis, text classification, and 
language translation, is the recurrent neural network (RNN), which has 
memory units to maintain data dependencies [18]. In order to address 
vanishing gradient issues and deal with both long and short temporal 
dependencies, the RNN architecture was significantly enhanced. LSTM 
and GRU are two of these enhanced designs. In order to enhance error 
flow in the current RNN, the Long Short-Term Memory (LSTM) was 
created to handle both long and short temporal dependencies [19]. To 
create a bidirectional-LSTM (BiLSTM), some changes are made to the 
original LSTM [20]. In contrast, the vanishing gradient problem was 
intended to be tackled with the Gated Recurrent Unit (GRU) [21]. GRU 
is expanded to bidirectional-GRU (BiGRU), similar to LSTM.

Because machine or deep learning algorithms require numerical 
input data, research conducted for hate detection also included text 
transformers, also known as feature extraction techniques, which 
convert text into vectors. Translating words into vector space is the 
process of feature extraction in text. Word embeddings, Term 
Frequency-Inverse Document Frequency (TF-IDF), and Bag of Words are 
a few text vectorization approaches used.

A histogram representation of words based on independent attri
butes is called a Bag of Words (BoW) [22]. Since all words in BoW have 
the same semantic representation, more significant terms in a document 
cannot be represented. The drawback of BoW is mitigated by the 
frequency-based method, TF-IDF [23]. TF-IDF, like BoW, does not retain 
semantic information, which increases the possibility of overfitting the 
classification model [24] . Word embedding, a deep learning technique, 
overcomes the shortcomings of the existing text representation methods. 
Word embedding is a learnt representation for text in which words with 
the same meaning have a similar representation. It presents hurdles for 
natural language processing (NLP) issues. Among the word embedding 
techniques are Word2vec [25], GloVe [26], Fasttext [27], and BERT 
[28].

The following is a summary of some of the most recent research on 
the identification of hate speech on social media using the previously 
described methods.

Schmidt and Wiegand [29] conducted a survey on the use of natural 
language processing (NLP) for the detection of hate speech. They 
therefore proved the direct connection between sentiment analysis and 
hate speech. A lethal natural language processing optimization 
ensemble deep learning strategy is used to automatically identify hate 
speech from Twitter utilizing the sentiment-based feature of 
Al-Makhadmeh and Tolba’s [15] work. In addition to sentiment-based 
characteristics, [15] also used three other features: semantic, unigram, 
and pattern. However, Z. Zhang et al. [16] suggested using "skipped" 
GRU structures to find implicit properties that might be helpful in 

recognizing hateful tweets.
The Voting Based Ensemble Classifier, which was developed by S. 

Madisetty et al. [30] and composed of three deep learning techniques: 
CNN, LSTM, and Bi-LSTM showed that the performance of the ensemble 
approach for social media aggression detection outperformed that of the 
individual techniques. Nevertheless, in their work, the test size is too 
small and the classes in the test set are not balanced to allow for reliance 
on the suggested model’s performance.

Singh et al. [31] and Abhishek et al. [32] employed BERT and 
multimodal models to categorize nasty memes. On the other hand, 
Konstantinos and Goutsos [33] used residual neural networks and 
RoBERT in conjunction with text and image modalities to identify hate 
speech in Greek social media.

To detect hateful postings and comments in the Amharic language on 
the Facebook network, machine-learning algorithms were utilized by 
Mossie and Wang [8] and Kenenisa [9]. For both TF-IDF and word2vec 
feature extractions, NB fared better in [8] than RF did. However, in [9], 
RF performed better than NB. This suggested that there has never been a 
machine learning algorithm that is superior. However, Kuluo H. [34] 
suggested using the SVM model in conjunction with word2vec rather 
than the LR, DT, and NB models based on TF-IDF and word2vec to filter 
text content in the Amharic language into non-offensive, Sol-offensive, 
Pol-offensive, and Rel-offensive categories. When it came to classifying 
comments and postings on Facebook as hateful or free, Tesfaye S [10]. 
offered the LSM model, which performed with an accuracy of 97.1 % 
instead of GRU, despite the use of established machine learning algo
rithms for hate classification on social media for the Amharic language, 
such as [8,9],34],. Nevertheless, duplicate samples were found in the 
testing and training datasets. As a result, the accuracy might not be as 
claimed when the duplicate samples are eliminated.

Author Hailemichalel E [35]. had applied LSTM, BiGRU, CNN, 
BiLSTM and BiGRU to develop fake news detection models for Amharic 
language. As a result, they recommend that, BiGRU, achieved 94 % 
followed by BILSTM, 93 % accuracy. On the other hand, Bewuketu Molla 
[11]Performed Amharic language stance detection using CNN, LSTM, 
CNN+LSTM and BiLSTM algorithm and it proposed BiLSTM algorithm 
achieved better performance, which is 0.93 accuracy. Despite hateful 
contented identification for textual posts and comments on social media, 
Ayichlie Jigar [13] applied multimodal analysis in detecting Amharic 
hate speech. It paired CNN and BiLSTM algorithms to achieved 0.75 
accuracy score in case of multimodal (picture and text) and 0.65 accu
racy score in case of unimodal (texts alone).

In addition to systematic review of Demilie et al. [36] who recom
mended deep learning approaches to challenge hate speech detection for 
Ethiopian languages, from the presented related works, it is observed 
that BiGRU and BiLSTM neural networks out performed for text infor
mation filtering, hate speech detection and fake text classification for 
different languages.

Debele et al. [12].utilized BILSTM to automate multimodal Amharic 
language hate speech. In this work, BILSTM performed accuracy of 
88.15 %, however, the datasets are too small to generalize.

3. Methodology

3.1. Introduction

In order to create the suggested model, we first gathered text-image 
postings from Facebook, then we annotated the data, preprocessed the 
text, extracted features, constructed models, and finally evaluated the 
finished models.

3.2. Data gathering and annotation

Following the collection of 5000 memes postings from different 
sources across Facebook platform in the image format seen in Fig. 2, 
messages are extracted.
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Fig 1
In this research, the method of identifying a given text as hateful or 

free based on predefined guidelines is called data annotation [8]. With a 
Kappa value of 0.61, the degree of agreement between the two desig
nated annotators is good [37] Thus, of 5000 samples, 45 % were marked 
as free and 55 % as hateful. Mendeley Data has the textual dataset that 
was used in the work that is being presented [38] . 

• The guidelines for the annotation task are as follows:

I. Determining a text or sentence’s discourse is the first stage. This 
indicates that text’s substance is classified as personal, political, 
religious, or ethnic.

Fig. 1. System Architecture.

Fig. 2. Text-image post (left side) and extracted text (right side).
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II. Content identification comes next after discourse analysis. Is 
offensive? Is it objectionable? or neither. Following labeling, the 
following Table 1 is used.

3.3. Text preprocessing

The process of eliminating stop words, pronouns, conjunctions, and 
unnecessary characters, as well as normalizing and tokenizing text is 
known as text preprocessing [8,9,39,40] .

Eliminating unnecessary characters: The document is edited to 
eliminate non-Amharic characters, Emojis, URLs, and punctuation [41].

Tokenization: is the process of dividing a document into distinct 
tokens.

Normalization: Because Amharic is a language, rich in morphol
ogies, distinct character morphs but same sounds are standardized. For 
instance, ሀ, ሐ and ኀ are all normalized to ሀ and have the same sound 
(ha); similarly, ዐ (ae) becomes አ; ሠ (se) becomes ሰ and ፀ (tse) (tse) 
becomes ጸ [9,34].

Removing of irrelevant characters: Punctuation marks, Emoji’s, 
URL’s and @’s, non-Amharic characters are removed from the document 
[41].

Tokenization: it is break down a document into meaning full tokens.
Normalization: Amharic language is rich of morphs so different 

morphs of characters but same sounds are standardized. For example, ሀ, 
ሐ and ኀ have same pronunciation (ha) and they are normalized to ሀ; 
similarly, ዐ (ae) into አ; ሠ (se) into ሰ; into ፀ (tse) into ጸ [9,34].

Stop word removal: Prefixes including "ስለ" (sile: about), "የ’’ (ye: 
the), and "በ’’ (be: by) are examples of stop words that need to be 
removed. Suffixes like "ዎች’’ (woch: plural form); verbs like "ነው" (new: 
is) and "ነበር" (neber: was); pronouns like "እኔ" (enie: my), "እነሱ" (esu: he), 
and conjunctions like "ስለዚህ" (slezih: so) and "ነገርግን" (negergn: but). 
The Amharic word’s left pronunciation and its English meaning are 
shown by the associated term inside brackets (right side). Null values are 
eliminated from the document following preprocessing.

Ultimately, the dataset was divided into train and test groups, with 
90 % of the dataset designated as train data and 10 % as test data. 
Subsequently, the train group was further divided into train and 

validation groups, with 80 % of the dataset designated as train data and 
10 % as validation data, utilizing Stratified KFold [42].

3.4. Feature extraction build and evaluate models

Bag of Words (BoW), TFIDF, word2vec, Fasttext and BERT are some 
of feature extraction techniques. BoW represents text as a bag of words 
without considering word order or semantic relationships. TFIDF im
proves upon BoW by weighting words based on their importance within 
a document and across the entire corpus. Word Embeddings such as 
Word2Vec and FastText, handles semantic and syntactic relationships 
between words by learning dense vector representations. The advanced 
technique, BERT (Bidirectional Encoder Representations from Trans
formers) is a powerful language model that handles contextual infor
mation of words within a sentence and the entire document; however, it 
requires larger datasets. Because of factor such as data size and quality, 
we chose Bag of Words (BoW), TFIDF, word2vec and Fasttext feature 
extraction techniques.

Text (words) must be converted into vectors in order to be fed into 
deep learning algorithms; an embedding layer with an embedding value 
of 100 is used to do this. In addition to embedding layer fasttext is uti
lized with window size=10 and epoch 200. When creating a deep 
learning model, factors such as selecting the optimal activation func
tions and dropout values, calculating the number of neurons in each 
hidden layer, and determining the number of hidden layers overall are 
taken into consideration. After the model is generated, hyperparameters 
including optimizers, learning rates, loss functions, and accuracy mea
sures are passed through to build the model. The assembled model is 
then fitted. Training and validation datasets, epochs, batch size, and 
callbacks for early stop are supplied as arguments when the model is 
being fitted.

Three layers are possible for the models. The input, hidden, and 
output layers are these.

Input layer: the input layer is the embedding layer that accepts in
tegers, ids of tokens and outputs vector representation of tokens. The 
input layer forwards its output to the first hidden layer.

Output layer: this layer sums the outputs of the last hidden layer and 
reads the sum. The output layer for this paper is dense layer with uni
ts=1 and we chose activation=’sigmoid’ because the actual output of 
the model is either one or zero

Hidden layer: the main task in building model with deep neural 
network is estimating the constraints of hidden layer

We used the following procedures to determine the hidden layer(s). 

I. Choosing Algorithm: We chose Bi-LSTM, Bi-GRU and Dense

Table 1 
Guideline for data annotation.

Is insult Is offensive Label /Class

Act of terrorism Act of attack

Yes Yes or No Yes or No hate
Yes or No Yes Yes or No hate
Yes or No Yes or No Yes hate
No No No free

Fig. 3. BiLSTM model without the addition of dropout and regularizer.
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II. Estimating network complexity: guess the network size of 
hidden layers, number of neurons per each hidden layer, and then 
adjust.

III. Tuning hyperparameters: tune activation functions, optimizers, 
batch sizes, learning rates and epochs.

IV. Regularization: adding dropouts and regularizers to fit the 
network.

The models that are constructed and compared in this study are 
BiLSTM, BiGRU, BiLSTM + BiGRU, BiLSTM + Dense, and BiGRU +
Dense. The first and second hidden levels are distinguished by the +
symbol. Lastly, because we have binary classes hate and free models are 
assessed using binary cross entropy and binary accuracy to assess loss 
and accuracy of models in each training session.

4. Experimental results

Much effort has gone into estimating the network complexity of 
models in order to produce accurate and well-fitting models. The crea
tion of a fitted model was impossible without dense layers, regularizers, 
and dropouts. To address this issue: L2-regularizer, dropout, early drop 
and introduction of dense layer are applied. The L2-regularizer tech
nique adds the sum of the squares of all the weights in the model, a 
penalty term to the loss function that helps to prevent overfitting. On the 
other hand, dropout is used to randomly drop out neurons in the 
network, forcing the model to learn more robust features. The model is 
trained on a validation set, and training is stopped when the validation 
accuracy starts to decrease. Since dropout, regularizer and early drop 
were not enough to address overfitting, a dense layer is introduced to 
mitigate overfitting. In the absence of regularizers and dropouts, the 
BiLSTM model started to overfit after the third epoch, as shown in Fig 3. 
The inclusion of regularizers and dropouts, as shown in Fig. 4, did, 

however, improve validation accuracy from 0.75 to 0.81 and reduce the 
difference between validation and train accuracies but the overfitting 
problem remains unresolved. Thus, the used dropout and regularizers 
solved overfitting problem. The validation accuracy of this model, 
BiLSTM + Dense, was 0.94 when the Dense layer was included as a 
second hidden layer in addition to dropouts and regularizers resolved 
during fitting difficulty, as shown in Fig 5. This also held true for the 

Fig. 4. BiLSTM with dropout the addition of and regularizer.

Fig. 5. BiLSTM +Dense model with the addition of dropout and regularizer (proposed).

Table 2 
Accuracy result of models.

Model name Word 
embedding

Hidden 
layer

Output 
layer

Accuracy

BiLSTM Embedding 
layer

Bidirectional 
LSTM

Dense 0.75

BiGRU Embedding 
layer

Bidirectional 
GRU

Dense 0.92

BiLSTM + Bi-GRU Embedding 
layer

Bidirectional 
LSTM

Bidirectional 
GRU

0.90

BiLSTM + Dense Embedding 
layer

Bidirectional 
LSTM and 
Dense

Dense 0.94

FsBiGRU + Dense Embedding 
layer

Bidirectional 
GRU and Dense

Dense 0.80

FsBiLSTM Fasttext Bidirectional 
LSTM

Dense 0.75

FsBiGRU Fasttext Bidirectional 
GRU

Dense 0.74

FsBiLSTM + Bi-GRU Fasttext Bidirectional 
LSTM

Bidirectional 
GRU

0.74

FsBiLSTM + Dense Fasttext Bidirectional 
LSTM and 
Dense

Dense 0.73

Bidirectional GRU 
and Sense

Fasttext Dense 0.73
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GRU + Dense model that Table 2 displays. The dropout values for the 
kernel and recurrent layers were 0.5 and 0.2, respectively, and for the 
dropout layers that were inserted after the first and second hidden 
layers, they were 0.5. The type of regularizers that were passed inter
nally for all hidden layers in all models were the L2- regularizers with 
lambda values of 0.05.

Fig 6
BiLSTM performed better than FsBiLSTM(fasttext + BiLSTM) when 

we compared the BiLSTM and BiGRU models with FsBiLSTM and FsBi
GRU, as shown in Table 2. BiGRU fared better than FsBiGRU(fasttext +
BiGRU) in a similar way. So, the embedding layer performed better than 
the extraction of fasttext features.

We assessed machine learning algorithms in addition to deep 
learning models since it has been suggested that for small datasets, 
machine learning algorithms are more effective than deep learning al
gorithms. For the purpose of converting text into numbers, we used bag 
of words (BoW), TFID, word embedding (word2vec and fasttext), Naïve 
Bayes (NB), Decision Tree (DT), Random Forest (RF), Linear Support 
Vector Machine (LSVM), and Logistic Regression (LG).

TFIDF and the NB algorithm together produced an accuracy of 0.79, 
as shown in Table 3 and Fig 7. Word2Vec (0.69) and BoW (0.74) and 
FastText (0.65) had the best results when combined with LR, RF, and RF, 
in that order. However, when word embeddings (both word2vec and 
fasttext) did poorly with the NB approach, scored 0.55 accuracy. When 
combined with TFIDF, all machine-learning algorithms functioned 
optimally, whereas Word2Vec produced the lowest accuracy. When 
trained using the presented machine learning, bag of words and TFIDF 
represented texts more accurately than word embeddings as of [40] . 
TFIDF and Bag of words outperformed word embedding such as 
Word2Vec because high dimensionality of word representation, which 
increased the number of features.

The NB method combined with TFIDF performed better than the 
published machine learning algorithms, despite [40] having multiclass 
(60 classes) whereas the presented work had binary classes. Still, NB did 
not perform well when combined with word embeddings.

When trained with the described machine learning, utilizing bag of 
words and TFIDF performed more accurately than word embeddings (in 
this case, 5000 sample) as of [40].

4.3. Comparison with related works

Despite the fact that various writers utilized different authors have 
evaluated the various system performances in Table 5.

As shown in Table 5, this study achieved the highest accuracy score 
for text only 94 %) in the case of Ethiopian languages. Based on the 
confusion matrix in Table 4, the proposed model achieved precision and 
recall scores of 0.95 and 0.94, respectively.

Fig. 6. FsBiLSTM without the addition of regularizers and dropouts.

Table 3 
Machine learning algorithms evaluation.

Text vectorization NB DT RF KNN LSVM LR

BoW(bag of 
words)

Accuracy 0.68 0.68, 0.70 0.62 0.70, 0.73

TFIDF Accuracy 0.79 0.62 0.73 0.62 0.72 74
Word2Vec Accuracy 0.55 0.62 0.69 0.61 0.63 0.64
FastText Accuracy 0.55 0.59 0.65 0.58 0.63 0.62

Fig. 7. FsBiLSTM with the addition of regularizers and dropouts.
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5. Conclusion and recommendation

5.1. Conclusion

This research is done to determine whether a certain text-image post 
is free or hate speech, since hate speech is a major problem on social 
media platforms like Facebook. In order to accomplish this, we first 
gather memes from Facebook. Following the analysis of the gathered 
memes, we used the bag of words, TFIDF, embedding layer and fasttext 
to extract the features and the machine learning algorithms NB, DT, RF, 

KNN, LSVM and LR, and BiLSTM, BiGRU, and Dense algorithms to create 
deep learning models.

Traditional text to number transformers (TFIDF and BoW) achieved 
more than word embedding. The TFIDF achieved better than BoW. As a 
result, TFIDF + NB other the presented machine learnings whereas word 
embedding + NB performed poorly.

The embedding layer represented texts better than and fasttext ap
proaches. In addition, the fasttext representations trained slowly than 
the Embedding layer as depicted in the Figs. 5 and 8.

Fig 9
Overfitting was a major problem while training models for the 

BiLSTM and BiGRU algorithms; these models did not fit even after reg
ularizers and dropouts were added. On the other hand, these models fit 
when a dense layer is introduced as a second hidden layer. The intro
duction of Dense improves not only overfitting but also training time. To 
sum up, a two-layered deep learning model called BiLSTM + Dense is 
suggested, combining the best features of both models to identify text- 
image postings on Facebook are hate or free.

5.2. Recommendation

The performance of the suggested model can be enhanced by a large 
dataset. Therefore, by expanding the dataset and using multimodal 
analysis, this work can be improved even more. Additionally, the effort 
addresses Facebook’s hate speech identification feature. Hate speech is, 
nevertheless, also spreading through other social media sites and Tele
gram groups. Thus, future studies might concentrate on identifying hate 
speech in Telegram chats.
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Table 4 
Confusion matrix of the proposed model.

predicted

actual hate free

hate 517 33
free 27 433

Table 5 
Comparison of the proposed approach with related works.

Author Method Algorithm Accuracy

Ayichlie Jigar 
[13]

Unimodal (text alone) BiLSTM 0.63

Ayichlie Jigar 
[13]

Unimodal (image alone) CNN 0.69

Ayichlie Jigar 
[13]

Multimodal(picture and 
text)

BiLSTM 0.75

Debele et al. 
[12].

Multimodal(audio and 
text)

BILSTM 0.88

Proposed Unimodal(text a lone) BiLSTM + Dense +
Dense

0.94

Fig. 8. FsBiLSTM +Dense with the addition of regularizers and dropouts.

Fig. 9. Machine learning algorithms evaluation.
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